Lecture Notes on Propensity Score Matching

Jin-Lung Lin

This lecture note is intended solely for teaching. Some parts of the notes are taken from various

sources listed below and no originality is claimed.

1 Introduction

A specific question: Is taking math lessons after school helpful in improving score? #7222
HRWE? (2% BRHE. 2HE (2008). MEHSZERE? —@# [KFE E| OO 8t g2
F1,41,97-148)

A first attempt to answer this question would be computing the difference between the scores of
those who took the after school lessons and those who don’t.

By so doing, one assumes that all the students are similar and are randomly selected to take after
school lessons.

In reality, these are two different groups with different characteristics that would affect the learning
and scoring ability. In other words, there exist sample selection bias that seriously affects the

validity of the analysis.

Some basic concepts:
Treatment = fiZ 2 (D = 1); BEMEHE (D =0)
Y (1) : MEHEEENBERE Y (0)  REMEBEZENBERE

o ATE (Average Treatment Effect)
MRE AR ZE BN, B2 e EERE?

o ATT (Average Treatment Effect on the Treated):
MRB =R, MR, BEAREEEREE?

e ATU (Average Treatment Effect on the Untreated):
MRBE = RHBE A, BN, BERgEEREE?

General questions: Is the treatment (for whatever) effective?

Fact: some people receive treatment.

Counterfactual question: What would have happened to those who, in fact, did receive treatment,
if they had not received treatment (or the converse)?

In short, participants differ from nonparticipants and creates the selection bias. To minimize the



bias, we need to find a large group of nonparticipants those individuals who are similar to the

participants in all relevant treatment characteristics.



Table 1: The counterfactual framework
Potential outcomes

Group Y(1) Y (0)
Treatment effect (D=1) | Observable £ (Y (1)|D = 1) Counterfactual E(Y (0)|D = 1)
Control group (D=0) | Counterfactual (Y (1)|D = 0) | Observable E(Y (0)|D = 0)

2 Matching basics

Roy-Rubin model

main pillars: individual, treatment and potential outcome. For binary treatment, treatment indicator

1 if individual 7 receives treatment
D; = e 1 . )
0 if individual 7 does not receive treatment

Y;(D;) is the potential outcome for individual 7,7 = 1, -- -, N. Treatment effect

Only one of Y;(1),Y;(0) is observed and the other unobservable outcome is called counterfactual
outcome. It is impossible to estimate 7; for each 7 and we could only estimate the average treatment
effect.

i = 3/1'(1)—3/1(0)
Tare = FBE(r)=FEY (1) —-Y(0))
Tarr = E(7|D=1)=EY(1)|D=1)-EY(0)[D=1)
Tary = B(r|D =0) = E(Y(1)|D = 0) - E(Y(0)|D = 0)

Population average treatment effect (ATE), 747g, answers the question What is the expected effect
of the outcome if individuals in the population were randomly assigned to treatment? Targ is not
interesting because it includes the effects on persons not intended.

On the other hand, 7477, average effect of the treated is defined as the difference between ex-
pected outcome values with and without treatment for those who actually participate in treatment.
It determines the realized gross gain from the programme and can be compared with its cost.
E(Y(0)|D = 1) is counterfactual (unobserved) and £(Y (0)|D = 0) is usually not a good proxy.
There exists selection bias.

EY (D =1) = E(Y(0)|D =0) = tarr + E(Y(0)|D =1) — E(Y(0)|D = 0)
Tarr is only identified if the selection bias, E(Y (0)|D = 1) — E(Y(0)|D =0) =0
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Furthermore, let P(D = 1) = 7, then

Tare = E(r)=E(Y(1)-Y(0))
— RE(YMID = 1)+ (1 - MEY (LD = 0)] - [REY(O)D = 1) + (1 - m)BEY(0)|D = 0)
— AEYQID = 1)~ B (0)D=1)] + (1 - MEY1)|D =0) — E¥(O)D = 0)]
= nE(r|D=1)4+(1—-mE(r|D =0)
— RATT + (1 — m)ATU

Regards to previous example,

A [RIHEE A R HT R RS FERS 2

Yes, = E[Y(1)|D =0] = E[Y(1)|D = 1],

No, E[Y(1)|D = 0] — E[Y(1)|D = 1] is the baseline bias.

RNEFHIATER B treatment FE—RAINE?
Yes, = E[Y(0)|D = 1] = E[Y(0)|D = 0]
No, E[Y(0)|D = 1] — E[Y(0)|D = 0] is the differential effect bias

Then,

EY()|D=1]-EY(0)[D=0] = E(r)+n[EY(0)D=1)—-EY(0)[D =0)]
+ (1—m[E(r|D=1)— E(r|D = 0)]

Naive Estimate = average causal effect + baseline bias + differential effect bias

Fundamental assumptions: Unconfoundedness and Common Support

Assumption 1: Unconfoundedness: Y (0),Y (1) L D|X

Given a set of observable covariates, X, which is not affected by treatment, potential outcomes
are independent of treatment assignment. This implies that all variables that influence treatment
assignment and potential outcomes simultaneously have to be observed by the researchers. Un-
confoundedness is also called selection on observable or conditional independence.

Assumption 2: Overlap: 0 < P(D =1]X) < 1
Persons with the same X values have a positive probability of being participants and nonpartici-

pants.
Assumption 3: Unconfoundedness for controls: Y (0) L D|X
Assumption 4: Weak overlap: P(D = 1|X) < 1.



Troubles: as the dimension of X increases, the unconfoundedness is difficult to hold. Rosenbaum
and Rubin (1983) suggested using balancing score b(X). The propensity score, P(D = 1|X) =
P(X), the probability for an individual to participate in a treatment given his observed covariates

X, is one balancing score.

Corollary 1. Unconcernedness given the propensity score: Y (0),Y (1) L D|P(X)

Estimation strategy
it = Epcop—(E(Y (1)]D =1, P(X)) = E(Y(0)|D = 1, P(X))

PSM estimator is the mean difference in outcomes over the common support, appropriately weighted

by the propensity score distribution of participants.

3 Implementation of Propensity Score Matching

3.1 Estimating the propensity score
Two choices:
1. Model to be used for the estimation
2. Variables to be included in this model
Model choice - Binary Treatment
e logit model
e probit model
e linear probability model
Model choice - Multiple treatments
e multinominal probit model
e multinominal logit model
e Series of binomial model
e linear probability model
variable choice

e Omitting important variables can seriously increase bias in the estimation.
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Only variables that influence simultaneously the participation decision and the outcome vari-
able should be included.

Only variables unaffected by participation should be included in the model.

e participants and nonparticipants should stem from the same source (dataset).

Should avoid including too many variables as execrates the support problem and increases

the variance.

3.2 Steps of Implementation PSM

Step 0: Decide between PSM and CVM (covariate matching)
Step 1: Propensity Score estimation

Step 2: Choose matching algorithm

Step 3: Check overlap/common support

Step 4: matching quality/effect estimation

Step 5: sensitivity analysis

3.3 Matching algorithm

Distance measures

1. Exact:
M.

ij =

2. Mahalanobis:
Mij = (X — X;) 271 (X - X))

where Y is the covariance matrix of X in the full control group.

3. Propensity score:
M;; = le; — ¢;]

4. Linear propensity score:
M;; = |logit(e;) — logit(e;)|



5. Fine balance:

iy

Mo — (Z; — Z;))X"Y 2 — Z;) if  |logit(e;) — logit(e;)] < ¢
00 if |logit(e;) — logit(e;)| > ¢

6. Prognosis score
The predicted outcome each individual would have under the control condition. where c is

the caliper.

1. Nearest neighbor matching
M; = min;|P, — Py, j € Iy
nonparticipant with the value of M; that is closet to P; is selected as the match.
e cach person in the treatment group choose individual(s) with the closest propensity
score to them

e can do this with (most common) or without replacement

e not very efficient as discarding a lot of information from the control group
2. Kernel based matching

e cach person in the treatment group is matched to a weighted sum of individuals who
have similar propensity scores with greatest weight being given to people with closer
scores

e Some kernel based matching use ALL people in non-treated group (e.g. Gaussian ker-
nel) whereas others only use people within a certain probability user-specified band-
width (e.g. Epanechnikov

e Choice of bandwidth involves a trade-off of bias with precision

3. Caliper matching
A match for person 7 is selected only if

‘Mz — MJ’ < €,j S [0
where € prespecified tolerance, usually .250,,.

e 1-to-1 Nearest neighbor within caliper

e 1-to-n Nearest neighbor within caliper



4. Radius matching

I-NN only or more

5. Stratification and interval

3.4

e Group sample into five categories based on propensity score (quintiles).
e Within each quintile, calculate mean outcome for treated and nontreated groups.

e Estimate the mean difference (average treatment effects) for the whole sample (i.e., all
five groups) and variance using the following equations:

~ ng _ ~ K n _ _
5 Z T Won =Yl Var() = 3 (55 Var{Yo — Yl
k=1 =1

Number of strata intervals

. Mahalanobis matching

Mi; = (X — X;)S7H (X - X))
e Mahalanobis metric matching without p-score

e Mahalanobis metric matching with p-score added (to X; and X)

. Local linear regression matching

. Spline matching

So what does PSM do?

Propensity score is the probability of taking treatment given a vector of observed variables.
p(z) = PrlD = 1|X = x]

If we take individuals with the same propensity score, and divide them into two groups- those
who were and weren’t treated-the groups will be approximately balanced on the variables
predicting the propensity score.

Among those with the same predicted probability of treatment p, those who get treated and
not treated differ only on their error term in the propensity score equation. But this error
term is approximately independent of the X’s. The treatment assignment Dis independent of

Y, given the strata created by X’s. This is why balancing should occur.

Y L D|X



e Common support: the overlap condition for persons with the same x value in X are allowed to
have a positive probability of being in treated and control groups. We only make inferences
where we have sufficient data. Unlike ordinary regression, we dont extrapolate outside the

range of the observed data points.

e Gives us weights for the control group to make them look as similar as possible in terms of

X’s as treatment group
e Nearest neighbor PSM these weights are integers
e Other methods non-integers
e Sum of weights for control group sums to number of observations in treatment group

e Use weighted difference in mean outcomes between treatment and control group to find
effect

So only have to matching once to find impact of treatment on all outcomes of interest - always use

same weights

3.5 So how do we choose best method?

o If matching has worked, then none of the X’s should differ between control and treatment
group

e So do another weighted probit/logit and check this is the case
- If PSM has worked - none of the X’s should be significant in determining whether you are

in the treatment group

e Check to see whether there are any significant differences in the weighted means of X’s
between pilot and control areas (simple t-test)

e Usually find that one method works better than the rest

e But sometimes find that groups are just too different and no matching methods can come up

with plausible weights

e Check to see if some flexible regression method gives you same answer as preferred match-

ing method



3.6 Imposing Common Support

e In order for matching to be valid we need to observe participants and nonparticipants with
the same range of characteristics - i.e for all values of characteristics X there are treated and
non-treated individuals

e [f this cannot be achieved - treated units whose p is larger than the largest p in the non-treated

pool are left unmatched

4 A practical example

BARE. 2 (2008), MEHEE AE? —E [ XE T o, aEitg271],41,97-148,
HZe0E AR R TEPS B A (2B FRR) 2001(N = 13,978 ) 2003(N = 13,247 ) A -
NI B 4 ;with common support (N = 10,013 )

JERZTE: B =868 IRT, ##15 NCE (normal curve equivalence) %38 (Range: 1 - 99; Mean:
50; S.D.: 21.06) B & (Treatment): B =75 #22 26 ERCH BIH: AR KEERE: hl.
kR W12 IRT % (motivation, ability) RIEEE F: KEHBERE. BEE. HE PGS HR/E
BEERAKESR

SRR R EE = BEMENSR B=E L ERR T HHEEN SRAFHEER ISR
a7 LIRS @ TEAR B PR B = 1 7 Y 22 B R 28 S8R, AR RS 0 75 T 2 v REA U BR 71,
DUk OLS K PSM % ffiat ATE RIRERHYZER HIE ki E W1 B E IRT HUS A BIHN
=H

S =HEME? EAREREERE: SHETTRE. BRI E RS, IRGEE IR
HOWRAMENER Rl s FRER. BEHEE. KA RWRMEE. 0HBEE. SBA.
B AXRBEEME. FREABD IR/ERER: RES T UERE R, Y EEERRE. 2555
FHIEER

B =7 B2 M52 Gross effect (OLS): 12.243(5 #1548 with common support) After control-
ling all matching variables (OLS): 3.017 - an estimate of ATE PSM results (all matching variables
included): Total population (ATE): 2.956 Treated (ATT): 2.258 Untreated (ATU): 3.580

PSMHJ ATE {5t K% Lt OLS #yffiEt/IN ATTEHL ATU /)N # @2 ERMABE B BHZE
BB = HHTE BB B R T H B Y 4689 B ETRUBRE A ITHIRE SR 2, AR AKREZEE
2 BIEH Y EME S HEETNEE ], B Gamma (v), 87 1.25%] 1358, i@ R~ HE.
HGE S HUER B R E, RIS B 0.223 % 0.300 , ANELEIEAC S SIES R S E < B E I R B
B, A BUERKZ B REE (nuintact) FIFREL (.226), HELRR, ERBIEFTESIEHHE HENZ
BNEVBEERBRE—RR, TEXE ATT (2L
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S History

In 1983, Rosenbaum and Rubin published their seminal paper that first proposed this approach. -
From the 1970s, Heckman and his colleagues focused on the problem of selection biases, and tra-
ditional approaches to program evaluation, including randomized experiments, classical matching,

and statistical controls. Heckman later developed “’Difference-in-differences” method

6 Skeptics

Howard Bloom, MDRC - Sees PSM as a somewhat improved version of simple matching, but
with many of the same limitations - Inclusion of propensity scores can help reduce large biases,
but significant biases may remain - Local comparison groups are best- PSM is no miracle maker (it
cannot match unmeasured contextual variables) - Short-term biases (2 years) are substantially less
than medium term (3 to 5 year) biases- the value of comparison groups may deteriorate Michael
Sosin, University of Chicago - Strong assumption that untreated cases were not treated at random

- Argues for using multiple methods and not relying on PSM

7 Limitations

Limitations of Propensity Scores - Large samples are required - Group overlap must be substan-
tial - Hidden bias may remain because matching only controls for observed variables (to the extent
that they are perfectly measured) (Shadish, Cook, & Campbell, 2002)

8 Criteria

Identify treatment and comparison groups with substantial overlap - Match, as much as possible,
on variables that are precisely measured and stable (to avoid extreme baseline scores that will
regress toward the mean) - Use a composite variable- e.g., a propensity score- which minimizes

group differences across many scores

9 Risk

They may undermine the argument for experimental designs- n argument that is hard enough to
make, now - They may be used to act ”as if” a panel survey is an experimental design, overesti-

mating the certainty of findings based on the PSM.
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The crucial difference of PSM from conventional matching: match subjects on one score rather

than multiple variables:” the propensity score is a monotone function of the discriminant score”(Rosenbaum
& Rubin, 1984).

Run Logistic Regression: - Dependent variable: Y=1, if participate; Y = 0, otherwise. - Choose
appropriate conditioning (instrumental) variables. - Obtain propensity score: predicted probability

(p) or log[p/(1-p)].General Procedure Multivariate

Match Each Participant to One or More Nonparticipation Propensity Score..Nearest neighbor
matching..Caliper matching..Mahalanobis metric matching in conjunction with PSM..Stratification
matching..Difference-in-differences matching (kernel & local linear weights)
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