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Intro: Supervised Learning

Training data g, yI 'y N x Xy y ={+'},;
Testing Datavg yJ ] ~ xx. Y. ~iid Pxy -

Find Machine (Classifier) F €
F. X =Y

Training Error

TE = —




Intro: Boosting

Ensemble classifiers.
Weak (base) learner

Sequentially applying it to reweighted version of the
training data
e Higher weights on the previous misclassified cases

e Boosting iteration: T
Weighted majority vote

Schapire (1990), Freund and Schapire (1997), Friedman,
Hastie and Tibshirani (2000).
Breiman (2004), Jiang (2004), Meir and Ratsch (2003)




Intro: Discrete AdaBoost

1. Start with weights thQ: '/N,1="10 N.

2. Repeatfort="'toT

Obtain h, \y\ from weak learner h using weighted
training data wrt D,

Compute | =Ep, /|




Convergence and Consistency

limy . By xLQrXY)/Ey x L &g ~3Y)
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Intro: Theories

Bayes consistent

(Population Version, Breiman (2004)).
Process Consistent

(Sample Version, Jiang (2004))

Regularization needed, say, early stopping, restriction




“Statistical View”: FHT’s Insights

Friedman, Hastie and Tibishirani (2000).

The Discrete AdaBoost (population version) builds an
additive logistic regression model via Newton-like

updates for minimizing E-g¢" F(X),

Exponential Criterion

| S e YFX) o RY20
LGP = T~ L Py = o< )
Easier for statisticians theh ML approach ’
Motivate boosting-like algorithm
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Closer Look

Goal: PredictingY {4+ '} by the sign of estimated F.
F: X —R.

EXJWHZEXY e_YF(X)]NEXY [YF( )< ]

Min J\F@q Update F g by F\% cf ¢ with
f\\q +',c R

For fixed ¢ and x, expand at fxﬁ =8

) )
Ferig = Feg Ot SORY




Motivating Questions

Convergence: Whether this iterative update converge?

Consistency: Does it converge to the optlmal Bayes
with respect to L & F% "WEX)<1?

Mease and Wyner (2007). Evidence Contradictory to
Statistical View. of Boosting
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Questions Solved?

“Statistic View”: AdaBoost as a conditional risk
minimizer wrt some approximate losses

o AdaBoost can overfit

8







Normal-normal setting

)

Let X ~ N-§o " and n*\e() ~ NRT , W/ known pandt

. ) D
Posterior T-§x ~ N, p~ ', where

uoi(E, 2=

_O'_!T

T T
T1 O 0T

p:

And marginal density of X

M — 7 . GRA
%_\/FporeXp 29 T [
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lterative Bayes Fp;g: Derivation




Iterative Bayes Fpg: Iteration

) ) )
FpiB.t+1% = FPIB,t\\Q_, Fig

:FPIB“&) Cb\(_ux — e FP1ealX) [_qa{ux}
T g @{HX_, e Frigt(X [_(b{ux}

Does Fp g ¢ cOnverge?

Does Fp gt to the optimal Bayes procedure wrt L ?
0
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lterative Bayes Fp,g: Convergence

) e
Theorem 1. For any initial Fp B,1 g, as L goes to infinity




lterative Bayes Fp|g: Lemmas

Lemma 1 (Fixed Point Theorem). If ¢




FryT: Derivation

) )
FERT 0% FRHT, 0%
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FHT's AdaBoost: Convergence

By calculation, the iteration becomes

)

)
) Y S ¢~wPHx )
FEHT X < F,:HT‘Q4 j‘i [ln (j — ¢;‘(ﬁux\h> — AfFHT%]

— lln( ¢\(§ux‘ )

4
Remark 1. One-step convergence

BavesConsistencv — n. 19/23



Bayes Risk Ex {1 gqr <y}

Difficulty of the problem
Overfitting

E. 1(6]x) \%— Qibfux — and
Sgnﬁn\‘q = SON~&n(o|x) 9494

Letr =1/0 > g and assume p = ¢

Y ) ) )
Ex0 1" g0)F 00< 1} = /j i O S / It
o

U= y 8
— A o ¢ty diw
[0 i

where n\QN N (i’céizu 2) .
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Summary




Concluding Remark




