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Section 1: Introduction

What is R

These notes describe how to use R while learning introductory statistics. The purpose is to allow this fine software
to be used in ”lower-level” courses where often MINITAB, SPSS, Excel, etc. are used. It is expected that the reader
has had at least a pre-calculus course. It is the hope, that students shown how to use R at this early level will better
understand the statistical issues and will ultimately benefit from the more sophisticated program despite its steeper
“learning curve”.

The benefits of R for an introductory student are

• R is free. R is open-source and runs on UNIX, Windows and Macintosh.

• R has an excellent built-in help system.

• R has excellent graphing capabilities.

• Students can easily migrate to the commercially supported S-Plus program if commercial software is desired.

• R’s language has a powerful, easy to learn syntax with many built-in statistical functions.

• The language 8m.6642 335 0  335 0  3tedotad
(r-writj
34.28542 139n)Tj
35.5085 0 Td
(statistical)Tj
45.327120790 Td
(system.)Tj
/R43 9.96264 Tf
-147.977 -18.24 Td
(�)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 .81Tm
T
/R37 9.96264 Tf
1 0 0 1 69.5911 460.56 Tm
(R)Tj
ET Q
0 g
q 10 049690 0 .81Tm
T
/R
20.3861 575928 0 Tdage lgrapull
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R is most easily used in an interactive manner. You ask it a question and R gives you an answer. Questions are
asked and answered on the command line. To start up R’s command line you can do the following: in Windows find
the R icon and double click, on Unix, from the command line type R. Other operating systems may have differenhave
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> max(typos.draft2) # what are worst pages?

[1] 3 # 3 typos per page

> typos.draft2 == 3 # Where are they?

[1] FALSE TRUE FALSE TRUE FALSE FALSE FALSE FALSE

Notice, the usage of double equals signs (==). This tests all the values of typos.draft2 to see if they are equal to 3.
The 2nd and 4th answer yes (TRUE) the others no.

Think of this as asking R a question. Is the value equal to 3? R
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> median(x) # the median

[1] 46

> max(x) # the maximum or largest value

[1] 51

>
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Problems

2.1 Suppose you veep tracv of your mileage each time you fill up. At your last 6 fill-ups the mileage was

65311 65624 65908 66219 66499 66821 67145 67447

Enter these numbers into R. Use the function diff on the data. What does it give?

> miles = c(65311, 65624,> milx
10.5502 0 Td
(c(=
10.3102 0 Td
(milf)Tjles)Tj)
ET Q
q 5
q 10 0 0 10 0 0 cm BT
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1 0 0 1 69.6 60455871m
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(to)
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x

No Yes

2 3

The table command simply adds up the frequency of each unique value of the data.

Factors

Categorical data is often used to data into arious

levels or For example, the smoking data
be part of a broader survey on student health

issues.

R has a special class for working

with factors which is
occasionally important to w as

R will automatically adapt itself when it ws it has a factor. To make a factor
is easy with the command factor or as.factor. Notice the difference in how R treats factors with this example

> x=c("Yes","No","No","Yes","Yes")

> x # print out values in x

[1] "Yes" "No" "No" "Yes" "Yes"

> factor(x) # print out value in factor(x)

[1] Yes No No Yes Yes

Levels: No Yes # notice levels are printed.

Bar charts

A bar chart draws a bar with a a height proportional to count in the table. The height could be given by the
, or proportion. The graph will look the same, but the scales may be different.

Suppose, a group of 25 people are surveyed as beer-drinking preference. The categories were (1) Domestic
can, (2) Domestic bottle, (3) Microbrew and (4) import. The raw data is

3 4 1 1 3 4 3 3 1 3 2 1 2 1 2 3 2 3 1 1 1 1 4 3 1

Let’s make a barplotof both frequencies and proportions. First, we use scan function to in the
then we plot (figure 1)

> beer = scan()

1: 3 4 1 1 3 4 3 3 1 3 2 1 2 1 2 3 2 3 1 1 1 1 4 3 1

26:

Read 25 items

> barplot(beer) # this isn’t correct

> barplot(table(beer)) # Yes, call with summarized data

> barplot(table(beer)/length(beer)) # divide by n for proportion

0
2

Oops, I want 4 categories, not 25

1 2 3 4

0
6

barplot(table(beer)) −− frequencies

1 2 3 4

0.
0

0.
3

barplot(table(beer)/length(beer)) −− proportions

Figure 1: Sample barplots

a few things:

• We used

scan()

to in the data. This command is very useful for data from a file or y typing. Try
?scan for more wut the dbasc iusgein1imply.
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• The color scheme is kinda ugly.

• We did 3 barplots. The first to show that we don’t use barplot with the raw data.

• The second shows the use of the table command to create summarized data, and the result of this is sent to
barplot creating the barplot of frequencies shown.

• Finally, the command

> table(beer)/length(beer)

1 2 3 4

0.40 0.16 0.32 0.12

produces the proportions first. (We divided by the number of data points which is 25 or length(beer).) The
result is then handed off to barplot to make a graph. Notice it has the same shape as the previous one, but the
height axis is now between 0 and 1 as it measures the proportion and not the frequency.

Pie charts

The same
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The .25 and .75 quantiles are denoted the quartiles. The first quartile is called Q1, and the third quartile is called
Q3. (You’d think the second quartile would be called Q2, but use “the median” instead.) These values are in the R

function
RCodesummary. More generally, there is a quantile function which will compute any quantile between 0 and 1. To
find the quantiles mentioned above we can do

> data=c(10, 17, 18, 25, 28, 28)

> summary(data)

Min. 1st Qu. Median Mean 3rd Qu. Max.

10.00 17.25 21.50 21.00 27.25 28.00

> quantile(data,.25)

25%

17.25

> quantile(data,c(.25,.75)) # two values of p at once

25% 75%

17.25 27.25

There is a historically popular set of alternatives to the quartiles, called the hinges that are somewhat easier to
compute by hand. The median is defined as above. The lower hinge is then the median of all the data to the left of
the median, not counting this particular data point (if it is one.) The upper hinge is similarly defined. For example,
if your data is again 10, 17, 18, n again 10,
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The median average deviation (MAD) is also a useful, resistant measure of spread. It finds the median of the
absolute differences from the median and then multiplies by a constant. (Huh?) Here is a formula

median|Xi − median(X)|(1.4826)

That is, find the median, then find all the differences from the median. Take the absolute value and then find the
median of this new set of data. Finally, multiply by the constant. It is easier to do with R than to describe.

> mad(sals)

[1] 4.15128

And to see that we could do this ourself, we would do

> median(abs(sals - median(sals))) # without normalizing constant

[1] 2.8

> median(abs(sals - median(sals))) * 1.4826

[1] 4.15128

(The choice of 1.4826 makes the value comparable with the standard deviation for the normal distribution.)

Stem-and-leaf Charts

There are a range of graphical summaries of data. If the data set is relatively small, the stem-and-leaf diagram is
very useful for seeing the shape of the distribution and the values. It takes a little getting used to. The number on
the left of the bar is the stem, the number on the right the digit. You put them together to find the observation.

Suppose you have the box score of a basketball game and find the following points per game for players on both
teams

3 16 23 14 12 4 13 2 0 0 0 6 28 31 14 4 8 2 5

To create a stem and leaf chart is simple

> scores = scan()

1: 2 3 16 23 14 12 4 13 2 0 0 0 6 28 31 14 4 8 2 5

21:

Read 20 items

> apropos("stem") # What exactly is the name?

[1] "stem" "system" "system.file" "system.time"

> stem(scores)

The decimal point is 1 digit(s) to the right of the |

0 | 000222344568

1 | 23446

2 | 38

3 | 1

Basics:

we use ) help find the name for the function. It is ) not ) The
) is convenient when you think you know the function’s name but aren’t sure. The
will help us find help on the given function or dataset once we know the name. For example the
abbreviated stem display the documentation on the

ose we wanted to break up the categories into groups of 5. We can do so by setting the “scale”

> stem(scores,scale=2)

The decimal point is 1 digit(s) to the right of the |

0 | 000222344

0 | 568

1 | 2344

1 | 6

2 | 3

2 | 8

3 | 1

simpleR – Using R for Introductory Statistics
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Histogram of x

0 10 25

0
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15

20

Histogram of x
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0.
15

Figure 3: Histograms using frequencies and proportions

Two graphs are shown. The first is the default graph which makes a histogram of frequencies







Univariate Data page 18

Some times you will see the histogram information presented in a different way. Rather than draw a rectangle for
each bin, put a point at the top of the rectangle and then connect these points with straight lines. This is called the
frequency polygon. To generate it, we need to know the bins, and the heights. Here is a way to do so with R getting
the necessary values from the hist command. Suppose the data is batting averages for the Newvv
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Figure 9: Histogram and density estimates. Notice choice of bandwidth is very important.

Make a stem and leaf plot.

3.2 Read this stem and leaf plot, enter in the data and make a histogram:

The decimal point is 1 digit(s) to the right of the |

8 | 028

9 | 115578

10 | 1669

11 | 01

3.3 One can generate random data with the “r”-commands. For example

> x = rnorm(100)

produces 100 random numbers with a normal distribution. Create two different histograms for two different
times of defining x as above. Do you get the same histogram?

3.4 Make a histogram and boxplot of these data sets from these Simple data sets: south, crime and aid. Which of
these data sets is skewed? Which has outliers, which is symmetric.

3.5 For the Simple data sets bumpers, firstchi, math make a histogram. Try to predict the mean, median and
standard deviation. Check your guesses with the appropriate R commands.

3.6 The number of O-ring failures for the first 23 flights of the US space shuttle Challenger were

0 1 0 NA 0 0 0 0 0 1 1 1 0 0 3 0 0 0 0 0 2 0 1

(NA means not available – the equipment was lost). Make a table of the possible categories. Try to find the
mean. (You might need to try mean(x,na.rm=TRUE) to avoid the value NA, or look at x[!is.na(x)].)

3.7 The Simple dataset pi2000 contains the first 2000 digits of π. Make a histogram. Is it surprising? Next, find
the proportion of 1’s, 2’s and 3’s. Can you do it for all 10 digits 0-9?

3.8 Fit a density estimate to the Simple dataset pi2000 .

3.9 Find a graphic in the newspaper or from the web. Try to use R to produce a similar figure.

Section 4: Bivariate Data

toaTherelationshipbetween2variablesisoftenofinterest.Forexample,areheightandweightrelated?Areageand
heartraterelated?Areincomeandtaxespaidrelated?Isanewdrugbetterthananolddrug?Doesabatterhit

simpleR–Using

R for Introductory Statistics
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b etter as a switc h hitter or not? Do es the w eather dep end on the previous da ys w eather? Exploring and summarizing

suc h relationships is the curren t goal.

Handling biv ariate
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> barplot(table(smokes,amount))

> barplot(table(amount,smokes))

> smokes=factor(smokes) # for names

> barplot(table(smokes,amount),

+ beside=TRUE, # put beside not stacked

+ legend.text=T) # add legend

>

> barplot(table(amount,smokes),main="table(amount,smokes)",

+ beside=TRUE,

+ legend.text=c("less than 5","5-10","more than 10"))

1 2 3

0
1

2
3

4

barplot(smokes,amount)

N Y

0
1

2
3

4
5

6

barplot(amount,smokes)

1 2 3

0.0
0.5

1.0
1.5

2.0
2.5

3.0

barplot(smokes,amount
+ beside=TRUE)

N Y

less than 5
5−10
more than 10

0.0
0.5

1.0
1.5

2.0
2.5

3.0

barplot(amount,smokes,
+ beside=TRUE)

Figure 10: 4 barplots of same data

Notice in figure 10 the importance of order when making the table. Essentially, barplot plots each row of data. It
can do it in a stacked manner (the default), or besides (by settingbeside=TRUE). The attribute legend.text adds

the legend to the graph. You can change the names, but the default of legend.text=T is easiest if you have a factor
labeling the rows of the table command.

Some Extra Insight: Conditional proportions
You may also want to know about the conditional proportions. For example, among the smokers what are the

proportions. To answer this, we need to divide the second row by 6. One or two rows is easy to do by hand, but how
do we automate the work? The function apply will apply a function to rows or columns
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The graphs seem to illustrate a strong linear trend,
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> cor(x,y) # to find R

[1] 0.881

> cor(x,y)^2 # to find R^2

[1] 0.776

This is also found by R when it does linear regression, but it doesn’t print it by default. We Yist need to ask
though using summary(lm(y ∼ x)).

The Spearman rank correlation is the same thing only applied to the ranks of the data. The rank of a data set is
simply another vector giving the relative rank in terms of size. An example might make it clearer

> rank(c(2,3,5,7,11)) # already in order

[1] 1 2 3 4 5

> rank(c(5,3,2,7,11)) # for example, 5 is 3rd largest

[1] 3 d]
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> simple.lm(BUSH[-50],BUCHANAN[-50],pred=BUSH[50])

[1] 597.7677

...

Reslstant regression

This example also illustrates another important point. That is, like the mean and standard deviation the regression
line is very sensitive to outliers. Let’s see what the regression line looks like for the data with and without the points.
Since we already have the equation for the line without the point, the simplest (w)Tj
6.95303 0 Td
ay to do so is to first draw the line

for all the data, and then add in the line without Miami-Dade. This is done with the abline function.

> simple.lm(BUSH,BUCHANAN)

> abline(65.57350,0.00348) # numbers from above

Figure 16 shows how sensitive the regression line is.
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> lines(miles,360 - 7.3*miles)

## or using curve

> curve(360 - 7.3*x,add=T) # add a function of x

Problems

4.1 A student evaluation of a teacher is on a 1-5 Leichert scale. Suppose the answers to the first 3 questions are
given in this table

Student Ques. 1 Ques. 2 Ques. 3

1 3 5 1
2 3 2 3
3 3 5 1
4 4 5 1
5 3 2 1
6 4 2 3
7 3 5 1
8 4 5 1
9 3 4 1
10 4 2 1

Enter in the data for question 1 and 2 using c(), scan(), read.table or data.entry()

1. Make a table of the results of question 1 and question 2 separately.

2. Make a contingency table of questions 1 and 2.

3. Make a stacked barplot of questions 2 and 3.

4. Make a side-by-side barplot of all 3 questions.

4.2 In the library MASS is a dataset UScereal which contains information about popular breakfast cereals. Attach
the data set as follows

> library(’MASS’)

> data(’UScereal’)

> attach(UScereal)

> names(UScereal) # to see the names

Now, investigate the following relationships, and make comments on what you see. You can use tables, barplots,
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4.5 For the florida dataset of Bush vs. Buchanan, there is another obvious outlier that indicated Buchananreceived fewer votes than expected. If you remove both the outliers, what is the predicted value for the numberof votes Buchanan would get in Miami-Dade coupty based on the number of Bush votes?4.6 For the data set

emissions plot the per-Capita GDP (gross domestic product) as a predictor for the responsevariable CO2 emissions. Identify the outlier and find the regression lines with this point, and without this point.4.7 Attach the data set

babies :

> library("Simple")

> data("babies")

> attach(babies)

This data set contains much information about babies and their mothers for 1236 observations. Find thecorrelation coefficient (both Pearson and Spearman) between age and weight. Repeat for the relationshipbetween height and weight. Make scatter plots of each pair and see if your answer makes sense.4.8 Find a dataset that is a candidate for linear regression (you need two numeric variables, one a predictor andone a response.) Make a scatterplot with regression line using

R.4.9 The built-in data set

mtcars contains information about cars from a 1974 Motor Trend issue. Load the dataset (
data(mtcars)) and try to answer the following:1. What are the variable names? (Try

names.)2. what is the maximum

mpg

3. Which car has this?4. What are the first 5 cars listed?5. What horsepower (

hp) does the “Valiant”heiave?6. What are all the values for the Mercedes 450slc (

Merc 450SLC)?7. Make a scatterplot of cylinders (

cyl) vs. miles per gallon (mpg). Fit a regression line. Is this a goodcandidate for linear regression?4.10 Find a graphic of bivariate data from the newspaper or other media source. Use

R to generate a similar figure.

Section 5: Multivariate Data

Getting comfortable with viewing and manipulating multivariate data forces you to be organized about your data.

R uses data frames to help organize big data sets and you should learn how to as well.

Storing multivariate data in data frames

Often in statistics, data is presented in a tabular format similar to a spreadsheet. The columns are for differentvariables, and each row is a different measurement or variable for the same person orhething.For example, the dataset

home which accompanies these notes contains two columns, the 1970 assessed value of a home and the year 2000assessed value for the same home.

R uses data frames to store these variables together and R has many shortcuts for using data stored this way.If you are using a dataset which is built-in to
R or comes from a spreadsheet or other data source,
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1 150 65 Fe

2 135 61 Fe

3 210 70 M

4 140 65 Fe

Notice, the columns inherit the variable names. Different names are possible if desired. Try

> study = data.frame(w=weight,h=height,g=gender)

for example to shorten them.
You can give the rows names as well. Suppose the subjects were Mary, Alice, Bob and Judy, then the
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Using R’s model formula notation

The model formula notation that R uses allows this to be done in a systematic manner. It is a bit confusing to
learn, but this flexible notation is used by most of R’s more advanced functions.

To illustrate, the above could be done by (if the data frame PlantGrowth is attached)

> boxplotx(weight)Tj
78.3433 0 Td
(~)Tj
10.5502 0 Td
(group))Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 59.52 608.64 Tm
(What)Tj
28.5374 0 Td
(do)Tj
10.7904 0 Td
(es)Tj
11.9894 0 Td
(this)Tj
19.9097 0 Td
(do?)Tj
21.1024 0 Td
(It)Tj
11.0321 0 Td
(breaks)Tj
31.8857 0 Td
(the)Tj
17.5087 0 Td
(w)Tj
6.95303 0 Td
(eigh)Tj
17.5035 0 Td
(t)Tj
7.67559 0 Td
(v)Tj
4.79023 0 Td
(ariable)Tj
32.8494 0 Td
(do)Tj
10.3104 0 Td
(wn)Tj
16.5523 0 Td
(b)Tj
5.2793 0 Td
(y)Tj
8.87019 0 Td
(v)Tj
4.79023 0 Td
(alues)Tj
25.4191 0 Td
(of)Tj
11.7494 0 Td
(the)Tj
17.5087 0 Td
(group)Tj
28.7765 0 Td
(factor)Tj
29.0056 0 Td
(and)Tj
19.6697 0 Td
(hands)Tj
29.2646 0 Td
(this)Tj
19.9097 0 Td
(o�)Tj
14.6295 0 Td
(to)Tj
12.7067 0 Td
(the)Tj
-491.85 -12 Td
(b)Tj
5.75928 0 Td
(o)Tj
4.79114 0 Td
(xplot)Tj
26.3755 0 Td
(command.)Tj
51.0909 0 Td
(One)Tj
21.5843 0 Td
(should)Tj
32.1438 0 Td
(read)Tj
22.7798 0 Td
(the)Tj
17.9887 0 Td
(line)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 246.585 596.64 Tm
(weight)Tj
/R43 9.96264 Tf
36.4214 0 Td
(�)Tj
/Rcm BT
/R37 9.962.9512 0 Td
(group)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 326.149 596.64 Tm
(as)Tj
12.7067 0 Td
(\mo)Tj
18.7008 0 Td
(del)Tj
16.5523 0 Td
(w)Tj
6.95303 0 Td
(eigh)Tj
17.5035 0 Td
(t)Tj
/R40 9.96264 Tf
7.67559 0 Td
(by)Tj
/R20 9.96264 Tf
14.1449 0 Td
(the)Tj
17.9887 0 Td
(v)Tj
4.79023 0 Td
(ariable)Tj
33.0894 0 Td
(group".)Tj
38.8468 0 Td
(That)Tj
25.659 0 Td
(is,)Tj
-496.12 -11.76 Td
(break)Tj
27.3301 0 Td
(w)Tj
6.95303 0 Td
(eigh)Tj
17.5035 0 Td
(t)Tj
7.19558 0 Td
(do)Tj
10.3104 0 Td
(wn)Tj
15.8323 0 Td
(b)Tj
5.2793 0 Td
(y)Tj
8.6302 0 Td
(the)Tj
17.0287 0 Td
(v)Tj
4.79023 0 Td
(alues)Tj
24.9391 0 Td
(of)Tj
11.2694 0 Td
(group.)Tj
-142.182 -12 Td
(When)Tj
28.5437 0 Td
(there)Tj
24.9382 0 Td
(are)Tj
16.3006 0 Td
(t)Tj
3.59561 0 Td
(w)Tj
6.95303 0 Td
(o)Tj
7.67112 0 Td
(v)Tj
4.79023 0 Td
(ariables)Tj
35.965 0 Td
(in)Tj
8.1585 0 Td
(v)Tj
5.03022 0 Td
(olv)Tj
12.9406 0 Td
(ed)Tj
12.4731 0 Td
(things)Tj
29.5001 0 Td
(are)Tj
16.0605 0 Td
(prett)Tj
21.1 0 Td
(y)Tj
8.1502 0 Td
(straigh)Tj
29.7276 0 Td
(tforw)Tj
22.7737 0 Td
(ard.)Tj
21.3452 0 Td
(The)Tj
19.9061 0 Td
(resp)Tj
17.7443 0 Td
(onse)Tj
22.0599 0 Td
(v)Tj
4.79023 0 Td
(ariable)Tj
32.1294 0 Td
(is)Tj
9.59482 0 Td
(on)Tj
13.1904 0 Td
(the)Tj
16.7887 0 Td
(left)Tj
16.7869 0 Td
(hand)Tj
-483.888 -12 Td
(side)Tj
19.9079 0 Td
(and)Tj
19.4297 0 Td
(the)Tj
17.0287 0 Td
(predictor)Tj
42.6834 0 Td
(on)Tj
13.9104 0 Td
(the)Tj
17.0287 0 Td
(righ)Tj
17.0252 0 Td
(t:)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 84.48 541.44 Tm
(response)Tj
/R43 9.96264 Tf
46.9619 0 Td
(�)Tj
/Rcm BT
/R37 9.962.9512 0 Td
(predictor)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 204.785 541.44 Tm
(x(when)Tj
29.741 0 Td
(t)Tj
3.59561 0 Td
(w)Tj
6.95303 0 Td
(o)Tj
8.39111 0 Td
(v)Tj
4.79023 0 Td
(ariables).)Tj
-198.736 -19.2 Td
(When)Tj
29.7437 0 Td
(there)Tj
26.1382 0 Td
(are)Tj
17.2605 0 Td
(more)Tj
25.4191 0 Td
(than)Tj
23.7453 0 Td
(t)Tj
3.59561 0 Td
(w)Tj
6.95303 0 Td
(o)Tj
8.87112 0 Td
(predictor)Tj
43.4034 0 Td
(v)Tj
4.79023 0 Td
(ariables)Tj
36.925 0 Td
(things)Tj
30.7001 0 Td
(get)Tj
17.2605 0 Td
(a)Tj
8.87112 0 Td
(little)Tj
24.2226 0 Td
(confusing.)Tj
49.8863 0 Td
(In)Tj
12.9558 0 Td
(particular,)Tj
49.6391 0 Td
(the)Tj
17.7487 0 Td
(usual)Tj
26.6245 0 Td
(math-)Tj
-479.634 -12 Td
(ematical)Tj
40.5224 0 Td
(op)Tj
10.7904 0 Td
(erators)Tj
33.7985 0 Td
(do)Tj
14.6304 0 Td
(not)Tj
18.226 0 Td
(do)Tj
14.6304 0 Td
(what)Tj
25.4191 0 Td
(y)Tj
5.03022 0 Td
(ou)Tj
14.6304 0 Td
(ma)Tj
13.1896 0 Td
(y)Tj
8.87019 0 Td
(think.)Tj
32.1428 0 Td
(Here)Tj
24.2154 0 Td
(are)Tj
17.2605 0 Td
(a)Tj
9.11111 0 Td
(few)Tj
18.4651 0 Td
(di�eren)Tj
31.8995 0 Td
(t)Tj
8.15559 0 Td
(p)Tj
5.75928 0 Td
(ossibilities)Tj
48.4427 0 Td
(that)Tj
22.3017 0 Td
(will)Tj
19.4306 0 Td
(su�ce)Tj
30.7011 0 Td
(for)Tj
15.825 0 Td
(these)Tj
-483.448 -12 Td
(notes.)Tj
/R84 6.97385 Tf
25.44 3.6 Td
(9)Tj
/R20 9.96264 Tf
-10.56 -15.6 Td
(Supp)Tj
22.3172 0 Td
(ose)Tj
16.7805 0 Td
(the)Tj
17.2687 0 Td
(v)Tj
4.79023 0 Td
(ariables)Tj
36.445 0 Td
(are)Tj
16.5406 0 Td
(generically)Tj
49.6265 0 Td
(named)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 255.191 486.24 Tm
(Y,)Tj
15.8204 0 Td
(X1,)Tj
20.8507 0 Td
(X2)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 135.36 467.52 Tm
(form)Tj
20.1436 0 Td
(ula)Tj
ET Q
q 4.8 0 0 -120 2289.36 4758.96 cm
BI
/IM true
/W 1
/H 1
/BPC 1
ID �
EI Q
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 235.173 467.52 Tm
(meaning)Tj
ET Q
q 3367.2 0 0 -4.8 1293.36 4641.36 cm
BI
/IM true
/W 1
/H 1
/BPC 1
ID �
EI Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 135.36 455.28 Tm
(Y)Tj
/R43 9.96264 Tf
10.3102 0 Td
(�)Tj
/Rcm BT
/R37 9.962.9512 0 Td
(X1)Tj
ET Q
0 g
q 4.8 0 0 -120 2289.36 4636.56 cm
BI
/IM true
/W 1
/H 1
/BPC 1
ID �
EI Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 235.162 455.28 Tm
(Y)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 243.792 455.28 Tm
(is)Tj
10.0748 0 Td
(mo)Tj
13.6696 0 Td
(deled)Tj
25.6654 0 Td
(b)Tj
5.2793 0 Td
(y)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 307.351 455.28 Tm
(X1)Tj
-171.991 -12 Td
(Y)Tj
/R43 9.96264 Tf
10.3102 0 Td
(�)Tj
/Rcm BT
/R37 9.962.9512 0 Td
(X1)Tj
15.8204 0 Td
(+)Tj
10.3102 0 Td
(X2)Tj
ET Q
0 g
q 4.8 0 0 -120 2289.36 4516.56 cm
BI
/IM true
/W 1
/H 1
/BPC 1
ID �
EI Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 235.132 443.28 Tm
(Y)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 243.763 443.28 Tm
(is)Tj
10.0748 0 Td
(mo)Tj
13.6696 0 Td
(deled)Tj
25.6654 0 Td
(b)Tj
5.2793 0 Td
(y)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 307.322 443.28 Tm
(X1)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 320.982 443.28 Tm
(and)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 340.412 443.28 Tm
(X2)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 354.073 443.28 Tm
(as)Tj
12.2267 0 Td
(in)Tj
11.7585 0 Td
(m)Tj
8.1585 0 Td
(ultiple)Tj
30.7056 0 Td
(regression)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 135.36 431.28 Tm
(Y)Tj
/R43 9.96264 Tf
10.3102 0 Td
(�)Tj
/Rcm BT
/R37 9.962.9512 0 Td
(X1)Tj
15.8204 0 Td
(*)Tj
10.3102 0 Td
(X2)Tj
ET Q
0 g
q 4.8 0 0 -120 2289.36 4396.56 cm
BI
/IM true
/W 1
/H 1
/BPC 1
ID �
EI Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 235.132 431.28 Tm
(Y)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 243.763 431.28 Tm
(is)Tj
10.0748 0 Td
(mo)Tj
13.6696 0 Td
(deled)Tj
25.6654 0 Td
(b)Tj
5.2793 0 Td
(y)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 307.322 431.28 Tm
(X1)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 317.862 431.28 Tm
(,)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 323.862 431.28 Tm
(X2)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R40 9.96264 Tf
1 0 0 1 337.522 431.28 Tm
(and)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 357.664 431.28 Tm
(X1*X2)Tj
-222.304 -12 Td
(()Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 140.63 419.28 Tm
(Y)Tj
/R43 9.96264 Tf
10.7921 0 Td
(�)Tj
/R20 9.96264 Tf
11.0312 0 Td
((X1)Tj
19.6589 0 Td
(+)Tj
11.0312 0 Td
(X2)^2))Tj
ET Q
q 4.8 0 0 -120 2289.36 4276.56 cm
BI
/IM true
/W 1
/H 1
/BPC 1
ID �
EI Q
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 235.1 419.28 Tm
(Tw)Tj
14.146 0 Td
(o-w)Tj
15.3416 0 Td
(a)Tj
4.79114 0 Td
(y)Tj
8.39021 0 Td
(in)Tj
8.1585 0 Td
(teractions.)Tj
49.6301 0 Td
(Note)Tj
23.9727 0 Td
(usual)Tj
26.1445 0 Td
(p)Tj
5.75928 0 Td
(o)Tj
4.79114 0 Td
(w)Tj
6.95303 0 Td
(ers)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 135.36 407.28 Tm
(Y)Tj
/R43 9.96264 Tf
10.3102 0 Td
(�)Tj
/Rcm BT
/R37 9.962.9512 0 Td
(X1+)Tj
21.0907 0 Td
(I((X2^2))Tj
ET Q
0 g
q 4.8 0 0 -120 2289.36 4156.56 cm
BI
/IM true
/W 1
/H 1
/BPC 1
ID �
EI Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 235.074 407.28 Tm
(Y)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 243.704 407.28 Tm
(is)Tj
10.0748 0 Td
(mo)Tj
13.6696 0 Td
(deled)Tj
25.6654 0 Td
(b)Tj
5.2793 0 Td
(y)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 307.263 407.28 Tm
(X1)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 320.924 407.28 Tm
(and)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 340.354 407.28 Tm
(X2)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R84 6.97385 Tf
1 0 0 1 350.894 411.12 Tm
(2)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 135.36 395.52 Tm
(Y)Tj
/R43 9.96264 Tf
10.3102 0 Td
(�)Tj
/Rcm BT
/R37 9.962.9512 0 Td
(X1)Tj
/R43 9.96264 Tf
15.8204 0 Td
(j)Tj
/Rcm BT
/R37 9.97.91919 0 Td
(X2)Tj
ET Q
0 g
q 4.8 0 0 -120 2289.36 4038.96 cm
BI
/IM true
/W 1
/H 1
/BPC 1
ID �
EI Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 235.141 395.52 Tm
(Y)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 243.772 395.52 Tm
(is)Tj
10.0748 0 Td
(mo)Tj
13.6696 0 Td
(deled)Tj
25.6654 0 Td
(b)Tj
5.2793 0 Td
(y)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 307.331 395.52 Tm
(X1)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 320.991 395.52 Tm
(conditioned)Tj
53.7211 0 Td
(on)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 388.383 395.52 Tm
(X2)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 44.64 376.56 Tm
(The)Tj
20.1461 0 Td
(exact)Tj
26.1246 0 Td
(in)Tj
8.1585 0 Td
(terpretation)Tj
54.9058 0 Td
(of)Tj
11.0294 0 Td
(\mo)Tj
18.7008 0 Td
(deled)Tj
25.4254 0 Td
(b)Tj
5.2793 0 Td
(y")Tj
13.4214 0 Td
(v)Tj
4.79023 0 Td
(aries)Tj
22.7754 0 Td
(dep)Tj
15.5924 0 Td
(ending)Tj
31.9021 0 Td
(up)Tj
11.2786 0 Td
(on)Tj
13.6704 0 Td
(the)Tj
17.0287 0 Td
(usage.)Tj
30.9302 0 Td
(F)Tj
5.75571 0 Td
(or)Tj
11.7467 0 Td
(the)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 410.09 376.56 Tm
(boxplot)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 449.622 376.56 Tm
(command)Tj
45.0917 0 Td
(it)Tj
9.83477 0 Td
(is)Tj
9.59482 0 Td
(di�eren)Tj
31.8995 0 Td
(t)Tj
-501.403 -12 Td
(than)Tj
23.5053 0 Td
(the)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 85.414 364.56 Tm
(lm)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 99.5545 364.56 Tm
(command.)Tj
49.8909 0 Td
(Also)Tj
22.5381 0 Td
(notice)Tj
29.4929 0 Td
(that)Tj
21.8216 0 Td
(usual)Tj
26.3845 0 Td
(mathematical)Tj
62.587 0 Td
(meanings)Tj
44.128 0 Td
(are)Tj
16.7805 0 Td
(a)Tj
4.79114 0 Td
(v)Tj
4.79023 0 Td
(ailable,)Tj
34.2922 0 Td
(but)Tj
18.4742 0 Td
(need)Tj
23.5062 0 Td
(to)Tj
12.4667 0 Td
(b)Tj
5.75928 0 Td
(e)Tj
7.91377 0 Td
(inw8uded)Tj
40.0632 0 Td
(inside)Tj
-480.595 -12 Td
(the)Tj
ET Q
0.247 0 0.49 rg
q 10 0 0 10 0 0 cm BT
/R37 9.96264 Tf
1 0 0 1 61.9087 352.56 Tm
(I)Tj
ET Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 70.2989 352.56 Tm
(function.)Tj
ET Q
0.329 0.247 0.612 rg
q 10 0 0 10 0 0 cm BT
/R34 14.3462 Tf
1 0 0 1 44.64 322.8 Tm
(W)Tj
13.1892 0 Td
(a)Tj
6.47791 0 Td
(ys)Tj
17.7402 0 Td
(to)Tj
17.2668 0 Td
(view)Tj
32.359 0 Td
(m)Tj
11.2695 0 Td
(ultiv)Tj
27.8002 0 Td
(ariate)Tj
39.5503 0 Td
(data)Tj
ET Q
q 1934.4 0 0 -7.2 446.16 3182.16 cm
BI
/IM true
/W 1
/H 1
/BPC 1
ID �
EI Q
0 g
q 10 0 0 10 0 0 cm BT
/R20 9.96264 Tf
1 0 0 1 59.52 298.8 Tm
(No)Tj
12.2233 0 Td
(w)Tj
11.033 0 Td
(that)Tj
21.8216 0 Td
(w)Tj
6.95303 0 Td
(e)Tj
8.15381 0 Td
(can)Tj
18.7042 0 Td
(store)Tj
24.6918 0 Td
(and)Tj
19.9097 0 Td
(access)Tj
29.7238 0 Td
(m)Tj
8.1585 0 Td
(ultiv)Tj
19.9036 0 Td
(ariate)Tj
28.2865 0 Td
(data,)Tj
25.8964 0 Td
(it)Tj
10.3148 0 Td
(is)Tj
10.5548 0 Td
(time)Tj
23.0271 0 Td
(to)Tj
12.7067 0 Td
(see)Tj
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> plot(x,y) # simple scatterplot
> points(x,z,pch="2k ) # plot these with a triangle

Notice, the secondcommand is not plot but rather points which adds to the current plot unlike plot which
draws a new plot.

Sometimesyou have x and y data that is alsobroken down by a givenfactor. You may wish to plot a scatterplot
of the x and y data, but usedi�eren t characters for the di�eren t elsof the factors. This is usually pretty

easy to do. We need to use the levels of the factor to give .307ting character. These levels are store
internally as numbers, and we these for the value ofpch

Example: Tooth growth

The built-inRdataset ToothGrowth hasdata from a study that measuredtooth groa function of amount
of Vitamin C. The sourceof the Vitamin C camefrom orangejuice or a vitamin supplement. The scatterplot
of dosagevs. length is given below. Notice the di�eren t �gures for the 2 leve60 Td
(�gu28. 0 Td
(of)Tj
11.7094 0 Td
(the)Tj
17.2087 0 Td
(factor)Tj
29.5625 0 Td
(of)Tj
11.7094 0 Td
(thic)Tj
19.6654 0 Td
(haTj
-475.0529-12 Td
(o)Tj
7.57951 0 Td
(sypTj
11.7024 0 Td
(teTj
7.675380 Td
(of)Tj
11.7264 0 Td
(ditamin)Tj
36.9332 0 Td
(s.)Tj
1T Q
0.247 0 0.49 rg
q 1.8 0 0 -120 767.76 7506376 cm
BI
/IM true
/W 1
/H 1
/BPC 1
ID �hEI Q
q 10 0 0 10 0 0 cm BT
/R27 9.96264 Tf
1 0 0 1 82.8 749 Tm
(>)Tj
10.3102 0 Td
(pata)("TothGro)th))Tj
94.6243 0 Td
())Tj
6T Q
q 4.8 0 0 -120 767.76 794 .16 7m
BI
/IM true
/W 1
/H 1
/BPC 1
ID �hEI Q
q 10 0 0 10 0 0 cm BT
/R27 9.96264 Tf
1 0 0 1 82.8 7486Tm
(>)Tj
10.3102 0 Td
(ptteach(TothGro)th)Tj
94.6243 0 Td
())Tj
6T Q
q 4.8 0 0 -120 767.76 7982.16 7m
BI
/IM true
/W 1
/H 1
/BPC 1
ID �hEI Q
q 10 0 0 10 0 0 cm BT
/R27 9.96264 Tf
1 0 0 1 82.8 747424 5m
(>)Tj
10.3102 0 Td
(plot(xln)Tj
45.9361htosaepch="as.numriscsupTj
26.8112 0 Td
(spp))



Multivariate Data page 39





Random Data page 41

Fuel.tank.capacity

M
PG

.h
ig

hw
ay



Random Data page 42

(in the continuous case) or by a function P (X = k) = f(k) in the discrete case. R will give numbers drawn from lots
of different distributions. In order to use them, you only need familiarize yourselves with the parameters that are
given to the functions such as a mean, or a rate. Here are examples of the most common ones. For each, a histogram

is given for a random sample of size 100, and density (using the “d” functions) is superimposed as appropriate.
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[1] "J D" "5 C" "A S" "2 D" "J H"

## roll 2 die. Even fancier

> dice = as.vector(outer(1:6,1:6,paste))

> sample(dice,5,replace=TRUE) # replace when rolling dice

[1] "1 1" "4 1" "6 3" "4 4" "2 6"

The last two illustrate things that can be done with a nittletyping and a notof thinking using the fun commands
paste for pasting together strings, rep for repeating things and outer for generating all
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6.1 Generate 10 random numbers from a uniform distribution on [0,10]. Use R to find the maximum and minimum
values.x

6.2 Generate 10 random normal numbers with mean 5 and standard deviation 5 (normal(5,5)). How many are less
than 0? (Use R)

6.3 Generate 100 random normal numbers with mean 100 and standard deviation 10. How many are 2 standard
deviations from the mean (smaller than 80 or bigger than 120)?

6.4 Toss a fair coin 50 times (using R). How many heads do you have?

6.5 Roll a “die” 100 times. How many 6’s did you see?

6.6 Select 6 numbers from a lottery containing 49 balls. What is the largest number? What is the smallest? Answer
these using R.

6.7 For normal(0,1), find a number z� solving P (Z ≤ z�) = .05 (use qnorm).

6.8 For normal(0,1), find a number z� solving P (−z� ≤ Z ≤ z�) = .05 (use qnorm and symmetry).

6.9 How much area (probability) is to the right of 1.5 for a normal(0,2)?

6.10 Make a histogram of 100 exponential numbers with mean 10. Estimate the median. Is it more or less than the
mean?

6.11 Can you figure out what this R command does?

> rnorm(5,mean=0,sd=1:5)

6.12 Use R to pick 5 cards from a deck of 52. Did you get a pair or better? Repeat until you do. How long did it
take?

Section 7: Simulations

The ability to simulate different types of random data allows the user to perform experiments and answer questions
in a rapid manner. It is a very useful skill to have, but is admittedly hard to learn.

As we have seen, R has many functions for generating random numbers. For these random numbers, we can
view the distribution using histograms and other tools. What we want to do now, is generate new types of random
numbers and investigate what distribution they have.

The central limit theorem

To start, the most important example is the central limit theorem (CLT). This states that if Xi are drawn
independently from a population where µ and σ are known, then the standardized average

X̄ − µ

σ/
√

n

is asymptotically normal with mean 0 and variance 1 (often called normal(0,1)). That is, if n is large enough the
average is approximately normal with mean µ and standard deviation σ/

√
n.

How can we check this? Simulation is an excellent way.
Let’s first do this for the binomial distribution, the CLT translates into saying that if Sn has a binomial distribution

with parameters n and p then
Sn − np√

npq

is approximately
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The CLT also works for normals (where the distribution is actually normal). Let’s see with an example. We will
let the Xi be normal with mean µ = 5 and standard deviation σ = 5. Then we need a function to find the value of

(X1 + X2 + ... + Xn)/n − µ

σ/
√

n
=

X̄ − µ

σ/
√

n
= (mean(X) - mu)/(sigma/sqrt(n))

As above a for loop may be used

> results = c();

> mu = 0; sigma = 1

> for(i in 1:200) {

+ X = rnorm(100,mu,sigma)
# generate random data

+ results[i] = (mean(X) - mu)/(sigma/sqrt(100) )+ }> hist(results,prob=T )

Notice the histogram indicates the data is approximately normal (figure 32).
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The plus sign indicates a new line and is generated by R – you do not need to type it. (The five number
summary is 5 numbers: the minimum, the lower hinges, the median, the upper hinge, and the maximum. This
function subtracts the second from the fourth.)

• A function is called by its name and with parentheses. For example

> x = rnorm(100) # some sample data

> find.IQR # oops! no argument. Prints definition.

function(x) {

five.num = fivenum(x)

five.num[4] - five.num[2]

}

> find.IQR(x) # this is better

[1] 1.539286

Here are some more examples.

Example: A function to sum normal numbers
To find the standardized sum of 100 normal(0,1) numbers we could use

> f = function(n=100,mu=0,sigma=1) {

+ nos = rnorm(n,mu,sigma)

+ (mean(nos)-mu)/(sigma/sqrt(n))

+ }

Then we could use simple.sim as follows

> simulations = simple.sim(100,f,100,5,5)

> hist(simulations,breaks=10,prob=TRUE)

Example: CLT withonential data
Let’s do one more example. Suppose we start with a skewed distribution, the central limit theorem says that

the average will eventually look normal. That is, it is approximately normal for large n. What does “eventually”
mean? What does “large” mean? We can get an idea through simulation.

A example of a skewed distribution is the exponential. We need to know if it has mean 10, then the standard deviation
is also 10, so we only need to specify the mean. Here is a function to create a single standardized average (note that
the exponential distribution has theoretical standard deviation equal to its mean)

> f = function(n=100,mu=10) (mean(rexp(n,1/mu))-mu)/(mu/sqrt(n))

Now we simulate for various values of n. For each of these m=100
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Section 8: Exploratory Data Analysis

Experimental Data Analysis (eda) is the process of looking at a data set to see what are the appropriate statistical
inferences that can possibly be learned. For univariate data, we can ask if the data is approximately normal, longer
tailed, or shorter tailed? Does it have symmetry, or is it skewed? Is it unimodal, bimodal or multi-modal? The main
tool is the proper use of computer graphics.

Our toolbox

Our toolbox for eda consists of graphical representations of the data and our interpretation. Here is a summary
of graphical methods covered so far:

barplots for categorical data

histogram, dot plots, stem and leaf plots to see the shape of numerical distributions

boxplots to see summaries of a numerical distribution, useful in comparing distributions and identifying long and
short-tailed distributions.

normal probability plots To see if data is approximately normal

It is useful to have many of these available with one easy function. The function simple.eda does exactly that.
Here are some examples of distributions with different shapes.

Examples

Example: Homedata
The dataset homedata contains assessed values for Maplewood, NJ for the year 1970 and the year 2000. What

is the shape of the distribution?

distribution?
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(The third line is the only important one. Here we used the boxplot command with the model notation – of the
type boxplot(y � x) – which when x is a factor, does separate boxplots for each level. The command as.factor

ensures that the variable inorout is a factor. Also note, we used a

ifr io
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Let’s fix the notation. Suppose we let p be the true population proportion, which is of course

p =
Number who agree

Size of population

and let

bp =
Number surveyed who agree

size of survey
.

We could say more. If the sampled answers are recorded as Xi where Xi = 1 if it was “yes” and Xi = 0 if “no”,
then our sample is {X1, X2, . . . , Xn} where n is the size of the sample and we get

bp =
X1 + X2 + · · ·+ Xn

n
.

Which looks quite a lot like an average (X̄).
Now if we satisfy the assumptions that each Xi is i.i.d. then bp has a knoknoortion5 f n is
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Figure 43: How many 80% confidence intervals contain p?

> m = 50; n=20; p = .5; # toss 20 coins 50 times

> phat = rbinom(m,n,p)/n # divide by n for proportions

> SE = sqrt(phat*(1-phat)/n) # compute SE

> alpha = 0.10;zstar =
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Notice, in particular, we get the 95% confidence interval (0.32, 0.52) by default.
If we want a 90% confidence interval we need to ask for it:

> prop.test(42,100,conf.level=0.90)

1-sample proportions test with continuity correction

data: 42 out of 100, null probability 0.5

X-squared = 2.25, df = 1, p-value = 0.1336

alternative hypothesis: true p is not equal to 0.5

90 percent confidence interval:

0.3372368 0.5072341

sample estimates:

p

0.42

Which gives the interval (0.33, 0.50). Notice this is smaller as we are now less confident.

Some Extra Insight: prop.test is more accurate
The results of prop.test will differ slightly than the results found as described previously. The prop.test

function actually starts from

| p − bpp
p(1 − p)/n

|< z�

and then solves for an interval for p. This is more complicated algebraically, but more correct, as the central limit
theorem approximation for the binomial is better for this expression.

The z -test

As above, we can test for the mean in a similar way, provided the statistic

X̄ − µ

σ/
√

n

is normally distributed. This can happen if either

• σ is known, and the Xi’s are normally distributed.

• σ is known, and n is large enough to apply the CLT.

Suppose a person weighs himself on a regular basis and finds his weight to be

175 176 173 175 174 173 173 176 173 179

Suppose that σ = 1.5 and the error in weighing is normally distributed. (That is Xi = µ + εi where εi is normal
with mean 0 and standard deviation 1.5). Rather than use a built-in test, we illustrate how we can create our own:

## define a function

> simple.z.test = function(x,sigma,conf.level=0.95) {

+ n = length(x);xbar=mean(x)

+ alpha = 1 - conf.level

+ zstar = qnorm(1-alpha/2)

+ SE = sigma/sqrt(n)

+ xbar + c(-zstar*SE,zstar*SE)

+ }

## now try it

> simple.z.test(x,1.5)

[1] 173.7703 175.6297

Notice we get the 95% confidence interval of (173.7703, 175.6297)

The t-test

simpleR – Using R for Introductory Statistics
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More realistically, you may not know the standard deviation. To work around this we use the t-statistic, which is
given by

t =
X̄ − µ

s/
√

n

where s, the sample standard deviation, replaces σ, the population standard deviation. One needs to know that the
distribution of t is known if

• The Xi are normal and n is small then this has the t-distribution with n − 1 degrees of freedom.

• If n is large then the CLT applies and it is approximately normal. (In most cases.)

(Actually, the t-test is more forgiving (robust) than this implies.)
Lets suppose in our weight example, we don’t assume the standard deviation is 1.5, but rather let the data decide

it for us. We then would use the t-test provided the data is normal (Or approximately normal.). To quickly investigate
this assumption we look at the qqnorm plot and others
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Figure 44: Plot of weights to assess normality

Things pass for normal (although they look a bit truncated on the left end) so we apply the t-test. To compare,
we will do a 95% confidence interval (the default)

> t.test(x)

One Sample t-test

data: x

t = 283.8161, df = 9, p-value = < 2.2e-16

alternative hypothesis: true mean is not equal to 0

95 percent confidence interval:

173.3076 176.0924

sample estimates:

mean of x

174.7

Notice we get a different confidence interval.

Some Extra Insight: Comparing p-values from t and z

One may be tempted to think that the confidence interval based on the t statistic would always be larger than
that based on the z statistic as always t� > z� . However, the standard error SE for the t also depends on s which is
variable and can sometimes be small enough to offset the difference.

To see why t� is always larger than z�, we can compare side-by-side boxplots of two random sets of data with
these distributions.

> x=rnorm(100);y=rt(100,9)

> boxplot(x,y)

> qqnorm(x);qqline(x)

> qqnorm(y);qqline(y)

simpleR – Using R for Introductory Statistics
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• Unlike prop.test and t.test, we needed to specify that we wanted a confidence interval computed.

• For this data, the confidence interval is enormous as the size of the sample is small and the range is huge.

• We couldn’t have used a t-test as the data isn’t even close to normal.

Problems

9.1 Create 15 random numbers that are normally distributed with mean 10 and s.d. 5. Find a 1-sample z-test at
the 95% level. Did it get it right?

9.2 Do the above 100 times. Compute what percentage is in a 95% confidence interval. Hint: The followingmight
prove useful

> f=function () mean(rnorm(15,mean=10,sd=5))

> SE = 5/sqrt(15)

> xbar = simple.sim(100,f)

> alpha = 0.1;zstar = qnorm(1-alpha/2);sum(abs(xbar-10) < zstar*SE)

[1] 87

> alpha = 0.05;zstar = qnorm(1-alpha/2);sum(abs(xbar-10) < zstar*SE)

[1] 92

> alpha = 0.01;zstar = qnorm(1-alpha/2);sum(abs(xbar-10) < zstar*SE)

[1] 98

9.3 The t-test is just as easy to do. Do a t-test on the same data. Is it correct now? Comment on the relationship
between the confidence intervals.

9.4 Findan 80% and 95% confidence interval for the median for theexec.pay dataset.

9.5 For the Simple data set rat do a t-test for mean if the data suggests it is appropriate. If not, say why not. (This
records survival times for rats.)

9.6 Repeat the previous for the Simple data set puerto (weekly incomes of Puerto Ricans in Miami.).

9.7 The median may be the appropriate measure of center. If so, you might want to have a confidence interval for it
too. Finda 90% confidence interval for the median for the Simple data set malpract (on the size of malpractice
awards). Comment why this distribution doesn’t lenditself to the z-test or t-test.

9.8 The t-statistic has the t-distribution if the Xi’s are normally distributed. What if they are not? Investigate the
distribution of the t-statistic if the Xi’s have different distributions. Try short-tailed ones (uniform), long-tailed
ones (t-distributed to begin with), Uniform (exponential or log-normal).

(For example, If the Xi are nearly normal, but there is a chance of some errors introducing outliers. This can
be modeled with

Xi = ζ(µ + σZ) + (1 − ζ)Y

where ζ is 1
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data: 420 out of 1000, null probability 0.5

= 25.281, df = 1, p-value = 4.956e-07hypothesis: true p is not equal to 0.5

percent confidence interval:

0.4513427

estimates:w the p-value is tiny (that’s 0.0000004956!) and the null hypothesis is not supported. That is, we “reject” the null
hypothesis. This illustrates the the p value depends not just on the ratio, but also n. In particular, it is because the
standard error of the sample average gets smaller as n gets larger.

esting a meanose a car manufacturer claims a model gets 25 mpg. A consumer group asks 10 owners of this model
to calculate their mpg and the mean value was 22 with a standard deviation of 1.5. Is the manufacturer’s claim

supported? 12

In this case H0: µ = 25 against the one-sided alternative hypothesis that µ < 25. To test using

R we simply
need to tellR about the type of test. (As well, we need to convince ourselves that the t-test is appropriate for the

underlying paren t population.) For this example, the built-inR function t.test isn’t going to work – the data is
already summarized – so we are on our own. We need to calculate the test statistic and then find the p-value.

Compute the t statistic. Note we assume mu=25 under H_0xbar=22;s=1.5;n=10t = (xbar-25)/(s/sqrt(n))t

-6.324555

use pt to get the distribution function of tpt(t,df=n-1)

6.846828e-05

is a small p-value (0.000068). The manufacturer’s claim is suspicious.ests for the medianose a study of cell-phone usage for a user gives the following lengths for the calls

12.8 3.5 2.9 9.4 8I¯ = 25 rt(n)EI Q
0 9:
8
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V = 39, p-value = 0.5156

alternative hypothesis: true mu is greater than 5

Warning message:

Cannot compute exact p-value with ties ...

Note the p value is not small, so the null hypothesis is not rejected.

Some Extra Insight: Rank tests
The test wilcox.test is a signed rank test. Many books first introduce the sign test, where ranks are not

considered. This can be calculated using R as well. A function to do so is simple.median.test. This computes the
p-value for a
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Week 1 Week 2

Favorable 45 56
Unfavorable 35 47

The standard hypothesis test is H0 : π1 = π2 against the alternative (two-sided) H1 : π1 6= π2. The function
prop.test is used to being called

prop.test
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> t.test(x,y,paired=TRUE)

Paired t-test

data: x and y

t = 3.3541, df = 9, p-value = 0.008468

alternative hypothesis: true difference in means is not equal to 0

95 percent confidence interval:

0.3255550 1.6744450

sample estimates:

mean of the differences

Which would lead us to reject the null hypothesis.
Notice, the data are not independent of each otherl.6j
8.15559 0 Td
(of)Tj
17.269 0 Td
(t0ject)Tj
2grad559 0 d
(6ndep)Tj
231 0 Td
11111Tj
20.8507 0 T
(pndeect)Tj
2grad559 0 d
(88dep)Tj
232 0 Td
871h otherl.6j
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23.6.450 Td
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11.1 Load the Simple dataset homework. This measures study habits of students from private and public high
schools. Make a side-by-side boxplot. Use the appropriate test to test for equality of centers.

11.2 Load the Simple data set corn. Twelve plots of land are divided into two and then one half of each is planted
with a new corn seed, the other with the standard. Do a two-sample t-test on the data. Do the assumptions
seems to be met. Comment why the matched thmplefo onmo thd then dae
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> chisq.test(freq,p=probs)

Chi-squared test for given probabilities

data: freq

X-squared = 6.72, df = 5, p-value = 0.2423

The formal hypothesis test assumes the null hypothesis is that each category i has probability pi (in our example
each pi = 1/6) against the alternative that at least one category doesn’t have this specified probability.

As we see, the value of χ2 is 6.72 and the degrees of freedom are 6 − 1 = 5. The calculated p-value is 0.2423 so
we have no reason to reject the hypothesis that the die is fair.

Example: Letter distributions

The letter distribution of the 5 most p opular letters in the English language is kno wn to b e appro ximately

13

letter E g N R O
freq. 29 21 17 17 16

That is when either E,T,N,R,O appear, on average 29 times out of 100 it is an E and not the other 4. This
information is useful in cryptographthe
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Are the two rows independent, or does the seat belt make
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> chisq.test(rbind(res.fair,res.bias))

Pearson’s Chi-squared 37 9

data: rbind(res.fair, res.bias)

X-squared = 10.7034, df = 5, p-value = 0.05759

Notice 3he small p-v
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> lm(y ~ x) # the basic values of the regression analysis

Call:

lm(formula = y ~ x)

Coefficients:

(Intercept) x

210.0485 -0.7977

20 30 40 50 60 70

160

170

180

190

200

x

y

y =  -0.8 x  + 210.04

Figure 50: Regression of max heart rate on age

Or with,

> lm.result=simple.lm (x,y)

> summary(lm.result)

Call:

lm(formula = y ~ x)

...

Coefficients:

Estimate Std. Error t value Pr(>|t|)

(Intercept) 210.04846 2.86694 5 c27 < 2e-16 ***

x -0.79773 0.06996 -11.40  c
Se-08 ***

...

lm function is of class lm and so the plot and summary commands adapt themselv es to that.

The v ariable lm.result con tains the result. W e used summary

coef predict

for prediction. Here are a few examples, the former giving the co e�cien ts b0 and b1, the latter returning the residuals
which are then summarized.

> coef(lm.result) # or use lm.result[['coef ']]

(Intercept) x

210.0484584 -0.7977266

> lm.res = resid(lm.result ) # or lm.result[['res id']]

> summary(lm.res)

Min. 1st Qu. Median Mean 3rd Qu. Max.

-8.926e+00 -2.538e+00 3.879e-01 -1.628e-16 3.187e+00 6.624e+00

T esting assumptions of the mo del

simpleR – Using R for Intr o Statistics
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The validity of the model can be checked graphically via eda. The assumption on the errors being i.i.d. normal
random variables translates into the residuals being normally distributed. They are not independent as they add to
0 and their variance is not uniform, but they should show no serial correlations.

We can test for normality with eda tricks: histograms, boxplots and normal plots. We can test for correlations
by looking if there are trends in the data. This can be done with plots of the residuals vs. time and order. We can
test the assumption that the errors have the same variance with plots of residuals vs. time order and fitted values.

The plot command will do these tests for us if we give it the result of the regression

> plot(lm.result)

(It will plot 4 separate graphs unless you first tell R to place 4 on one graph with the command par(mfrow=c(2,2)).
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To get the standard error for x then is as easy as taking the 2nd row and 2nd column. We can do this by
number or name:

> coefficients(summary(lm.result))[2,2]

[1] 0.06996281

> coefficients(summary(lm.result))[’x’,’Std. Error’]

[1] 0.06996281

To get the predicted values We can use the predict function to get predicted values, but it is a little clunky to
call. We need a data frame with column names matching the predictor or explanatory variable. In this example

this isx so we can do the following to get a prediction for a 50 and 60 year old we have

> predict(lm.result,data.frame(x= c(50,60)))

1 2

170.1621 162.1849

To find the confidencebands The confidence bands would be a chore to compute by hand. Unfortunately, it is
a bit of a chore to get with the low-level commands as well. The predict method also has an ability to find

the confidence bands if we learn how to ask. Generally speaking, for each value of x we want a point to plot.
This is done as before with a data frame containing all the x values we want. In addition, we need to ask for

the interval. There are two types: confidence, or prediction. The confidence will be for the mean, and the
prediction for the individual. Let’s see the output, and then go from there. This is for a 90% confidence level.

> predict(lm.result,data.frame(x=sort(x)), # as before

+ level=.9, interval="confidence") # what is new

fit lwr upr

1 195.6894 192.5083 198.8705

2 195.6894 192.5083 198.8705

3 194.8917 191.8028 197.9805

... skipped ...

We see we get 3 numbers back for each value of x. (note we sorted x first to get the proper order for plotting.)
To plot the lower band, we just need the second column which is accessed with [,2]. So the following will
plot just the lower. Notice, we make a scatterplot with the plot command, but add the confidence band with
points.

> plot(x,y)

> abline(lm.result)

> ci.lwr = predict(lm.result,data.frame(x=sort(x)),

+ level=.9,interval="confidence")[,2]

> points(sort(x), ci.lwr,type="l") # or use lines()

Alternatively, we could plot this with the curve function as follows

> curve(predict(lm.result,data.frame(x=x),

+ interval="confidence")[,3],add=T)

This is conceptually easier, but harder to break up, as the curve function requires a function of x to plot.

Problems

13.1 The cost of a home depends on the number of bedrooms in the house. Suppose the following data is recorded
for homes in a given town

price (in thousands) 300 250 400 550 317 389 425 289 389 559
No. bedrooms 3 3 4 5 4 3 6 3 4 5

Make a scatterplot, and fit the data with a regression line. On the same graph, test the hypothesis that an
extra bedroom costs $60,000 against the alternative that it costs more.

simpleR – Using R for Introductory Statistics
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• In advanced texts, the use of linear algebra allows one to write this simply as Y = β
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> summary(lm(z ~ x+y ))

Call:

lm(formula = z ~ x + y)
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height (punti ) 100 200 300 450 600 800 1000

dist (punti ) 253 377 395 451 495 534 574

In plotting the data, Galileo apparently saw the parabola and with this insight proved it mathematically.
Our modern eyes, now expect parabolas. Let’s see if linear regression can help us find the coefficients.

> dist = c(253, 377,395,451,495,534,574)

> height = c(100,200,300,450,600,800,1000)

> lm.2 = lm(dist ~ height + I(height^2))

> lm.3 = lm(dist ~ height + I(height^2) + I(height^3))

> lm.2

...

(Intercept) height I(height^2)

200.211950 0.706182 -0.000341

> lm.3

...

(Intercept) height I(height^2) I(height^3)

1.555e+02 1.119e+00 -1.254e-03 5.550e-07

Notice we need to use the construct I(height2̂), The I function allows us to use the usual notation for powers. (The
^ is used differently in the model notation.) Looking at a plot of the data with the quadratic curve and the cubic
curve is illustrative.

> quad.fit = 200.211950 + .706182 * pts -0.000341 * pts^2

> cube.fit = 155.5 + 1.119 * pts - .001234 * pts^2 + .000000555 * pts^3

> plot(height,dist)

> lines(pts,quad.fit,lty=1,col="blue")

> lines(pts,cube.fit,lty=2,col="red")

> legend(locator(1),c("quadratic fit","cubic fit"),lty=1:2,col=c("blue","red"))

All this gives us figure 54.
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Notice the p-value is quite small (0.006552) and so is flagged automatically by R. This says the null hypothesis
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grader 1 4 3 4 5 2 3 4 5
grader 2 4 4 5 5 4 5 4 4
grader 3 3 4 2 4 5 5 4 4

> x = c(4,3,4,5,2,3,4,5)

> y = c(4,4,5,5,4,5,4,4)

> z = c(3,4,2,4,5,5,4,4)

> scores = data.frame(x,y,z)

> boxplot(scores)

Before beginning, we made a side-by-side boxplot which allows us to compare the three distributions. From this
graph (not shown) it appears that grader 2 is different from graders 1 and 3.

Analysis ofariance allows us to inestigate if all the graders hae the same mean. The R function to do the
analysis ofariance hypothesis test ( oneway.test) requires the data to be indifferent format. It wanto hae the

data with a single variable the scores, and a factor describing the grader or category. The stack command
will do for us:

> scores = stack(scores) # look at scores if not clear

> names(scores)

[1] "values" "ind"

Looking at the names, we get the values in the variable values and the category in ind. To call oneway.test we
need to use the model formula notation as follows

> oneway.test(values ~ ind, data=scores, var.equal=T)

One-way analysis of means

data: values and ind

F = 1.1308, num df = 2, denom df = 21, p-value = 0.3417
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Figure 55: Stripchart showing distribution of 3 variables, all together, and just the means

not just random 
uctuations. If the three meanswere the same,then variation for all the valueswould be similar to
the variation of any given variable. In this �gure, this is clearly not so.

Analysis of variance makes this speci�c. How to compare the variations? ANOVA usessums of squares. For
example, for each group we have the within group sum of squares

within SS =
pX

j=1

njX

i=1

(Xij − �X·j)2

Here �X·j is the mean of the jth variable. That is

�X·j =
1
nj

njX

i=1

Xij .

In many texts this is simply called � j.
For all the data, one usesthe grand mean, � , (all the data av eraged) to βnd the total sum of squaresX

i=1

(Xij − �X)2

Finally , the betweensum of squaresis the name given to the amount of variation of the meansof each variable.
In many applications, this is called the \treatmen t" e�ect. It is given by

betweenSS =

j
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− p Extra Insight: Mean sum of squaresThe sum of squaresare divided by their respective degreesof freedom. For example, the within sum of squares
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uses the p estimated means X̄i and so there are n − p degrees of freedom. This normalizing is called the mean sum

of squares

.

Now, we have formulas and could do all the work ourselves, but were here to learn how to let the computer do
as much work for us as possible. Two functions are useful in this example: oneway.test

to p erform the h yp othesis

test, and

anova

to giv e detailed

F or the data used in �gure 55 the output of

oneway.test

yields

> df = stack(data.frame(x,y,z)) # prepare the data> oneway.test(values ~ ind, data=df,var.equal=T)One-way analysis of meansdata: values and indF = 6.3612, num df = 2, denom df = 12, p-value = 0.01308var.equal=Tanovalm> anova(lm(values ~ ind, data=df))Analysis of Variance TableResponse: values

Df Sum Sq Mean Sq F value Pr(>F)

ind 2 4876.9 2438.5 6.3612 0.01308 *Residuals 12 4600.0 383.3---Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1indMean Sq.Sum sqDfoneway.testSome Extra Insight: Using aov

Alternatively, you could use the function aov

to replace the combination of

anova(lm())

. However, to get a
similar output you need to apply the

summary

command to the output of

aov

.

The Kruskal-Wallis test

The Kruskal-Wallis test is a nonparametric test that can be used in place of the one-way analysis of variance test
if the data is not normali.Tj
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Appendix: Installing R

The main website for R is http://www.r-project.org. You can find information about obtaining R. It is freely
downloadable and there are pre-compiled versions for Linux, Mac OS and Windows.

To i 0 Td
the binaries is usuTd
yquite straightforward and is similar to i 0 Td
ationof other software. The binaries
are re
atively large (around 10Mb) and often there are sets of smTd
erfiles available for download.

As well, the “R Installation and Administration” manuTdfrom the
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> sd(mpg)

[1] 6.026948

> IQR(mpg)

[1] 7.375

> mad(mpg)

[1] 5.41149

They are all different, but measure approximately the same thing – spread.

Subsets of
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> for (i in 1:200) res[i] = make.t(rt(8,5),0)

> hist(res) # histogram is bell shaped

> boxplot(res) # symmetric, long-tailed

> qqnorm(res) # not close to normal.

> qqplot(res,rt(200,7) # close to t with 7 degrees of freedom

We see a symmetric, long-tailed distribution which is not normal, but is close to the t-distribution with 7 degrees of
freedom. We conclude that the t-statistic is robust to this amount of change in the tails of the underlying population
distribution.

Appendix: What happens when R starts?

When R loads itself it parses some start up files
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If you call it without parentheses you will get the function definition itself

> std

function (x) sqrt(var(x))

The keyword function Notice in the definition there is always the keyword function informing R that the new
object is of the function class. Don’t forget it.

The function arguments The arguments to a function range from straightforward to difficult. Here are some
examples

No arguments Sometimes, you use a function just as a convenience and it always does the same thing, so
input is not important. An example might be the ubiquitous “hello world” example from just about any
computer science book

> hello.world <- function() print("hello world")

> hello.world()

[1] "hello world"

An argument If you want to personalize this, you can use an argument for the name. Here is an example

> hello.someone <- function(name) print(paste("hello ",name))

> hello.someone("fred")

[1] "hello fred"

First, we needed to paste the words together before printing. Once we get that right, the function does
the same thing only personalized.
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> sim.t(4) # using defaults

[1] -0.4642314

> sim.t(4,3,10) # n=4,mu=3, sigma=10

[1] 3.921082

> sim.t(4,5) # n=4,mu=5,sigma the default 5

[1] 3.135898

> sim.t(4,sigma=100) # n-4,mu the default 10, sigma=100

[1] -9.960678

> sim.t(4,sigma=100,mu=1) # named arguments don’t need order

[1] 4.817636

We see, that we can use the defaults or not depending on how we call the function. Notice we can mix positional
arguments and named arguments. The positional arguments need to match up with the order that is defined
in the function. In particular, the call sim.t(4,3,10) matches 4 with n, 3 with mu and 10 with sigma, and
sim.t(4,5) matches 4 with n, 5 with mu and since nothing is in the third position, it uses the default for
sigma. Using named arguments, such as sim.t(4,sigma=100,mu=1) allows you to switch the order and avoid
specifying all the values. For arguments with lots of variables this is very convenient.

There is one more possibility that is useful, the ... variable . This means, take these values and pass them on
to an internal function. This is useful for graphics. For example to plot a function, can be tedious. You define
the values for x, apply the values to create y and then plot the points using the line type. (Actually, the curve

function does this for you). Here is a function that will do this

> plot.f <- function(f,a,b,...) {

+ xvals<-seq(a,b,length=100)

+ plot(xvals,f(xvals),type="l",...)

+ }

Then plot.f(sin,0,2*pi) will plot the sine curve from 0 to 2π and plot.f(sin,0,2*pi,lty=4) will do the
same, only with a different way of drawing the line.

The function body and function return value The body of the function and its return value do the work of
the function. The value that gets returned is the last thing evaluated. So if only one thing is found, it is easy
to write a function. For example, here is a simple way of defining an average

> our.average <- function (x) sum(x)/length(x)

> our.average(c(1,2,3)) # average of 1,2,3 is 2

[1] 2

Of course the function mean does this for you – and more (trimming, removal of NA etc.).

If your function is more complicated, then the function’s body and return value are enclosed in braces: fg .

In the body, the function may use variables. usually these are arguments to the function. What if they are not
though? Then R goes hunting to see what it finds. Here is a simple example. Where and how R goes hunting
is the topic of scope which is covered more thoroughly in some of the other documents listed in the “Sources of
help, documentation” appendix.

> x<-c(1,2,3) # defined outside the function

> our.average()

[1] 2

> rm(x)

> our.average()

Error in sum(x) : Object "x" not found

For loops

A for loop allows you to loop over values in a vector or list of numbers. It is a powerful programming feature.
Although, often in R one writes functions that avoid for loops in favor of those using a vector approach, a for loop
can be a useful thing. When learning to write functions, they can make the thought process much easier.

Here are some simple examples. First we add up the numbers in the vector x (better done with sum)

> silly.sum <- function (x) {

+ ret <- 0;

simpleR – Using R for Introductory Statistics
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+ for (i in 1:length(x)) ret <- ret + x[i]

+ ret

+ }

> silly.sum(c(1,2,3,4))

[1] 10

Notice the line for (i in 1:length(x)) ret <- ret + x[i]. This has the basic structure

for (variable in vector) {

expression(s)

}

where in this example variable is i, the vector is 1,2,...length(x) (to get at the indices of x) and the expression

is the single command ret <- ret + x[i] which adds the next value of x to the previous sum. If there is more than
one expression, then we can use braces as with the definition of a function.

(R’s for loops are better used in this example to loop over the values in the vector x and not the indices as in

> for ( i in x) ret <- ret + i

)
Here is an example that is more useful. Suppose you want to plot something for various values of a parameter.

In particular, lets graph the t distribution for 2,5,10 and 25 degrees of freedom. (Use par(mfrow=c(2,2)) to get this
all on one graph)

for (i in c(2,5,10,25)) hist(rt(100,df=i),breaks=10)

Conditional expressions

Conditional expressions allow you to do different things based on the value of a variable. For example, a naive
definition of the absolute value function could look like this

> abs.x <- function(x) {

+ if (x<0) {x <- -x}

+ x

+ }

> abs.x(3)

[1] 3

> abs.x(-3)

[1] 3

> abs.x(c(-3,3)) # hey this is broken for vectors!

[1] 3 -3

The last line clearly shows, we could do much better than this (try x[x<0]<- -x[x<0] or the built in function abs).
However, the example should be clear. If x is less than 0, then we set it equal to -x just as an absolute value function
should.

The basic template is

if (condition) expression

or

if (condition) {

expression(s) if true

} else {

expression(s) to do otherwise

}

There is much, much more to function writing in R. The topic is covered nicely in some of the materials mentioned
in the appendix “Sources of help, documentation”.

Appendix: Entering Data into R

It is very conveniento use built-in data sets, but at some poinone wants to enter data into the session from
outside of R. However, there are so many different ways to find data such as on the web, in a spreadsheet, in a database,
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> x = edit(x) ### NOT edit(x) alone!

The command fix will do the same thing but will automatically store the results.

Reading in tables of data

If you want to enter multivariate sets of data, you can do any of the above for each variable. However, it may be
more convenient to read in tables of data at once.

Suppose you data is in tabular form such as this file ReadWithReadTable.txt.

Age Weight Height Gender

18 150 65 F

21 160 68 M

45 180 65 M

54 205 69 M

Notice the first row supplies column names,the second and following rows the data. The command read.table

will read this in and store the results in a data frame. A data frame is a special matrix where all the variables are
stored as columns and each has the same length. (Notice we need to specify that the headers are there in this case.)

> x =read.table(file="ReadWithReadTable.txt",header=T)

> x[[’Gender’]] # a factor, it prints the levels

[1] F M M M

Levels: F M

> i a
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i.i.d., 60, 61, 72
identify, 27, 40
IQR, 12
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legend, 29
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library, 16
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load, 107
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lt y,29
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matplot, 60
max, 7, 42
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vector, 2, 3

which, 4
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