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Outline



Learning from Data
Controlled Experiments (F = ma, PV = nRT )

Controlled Experiments with Supplemental variables

Confirmatory observational studies

Exploratory observational studies
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Data Collection and preparation
How the data are collected? (Design, Nature of the
study)

Data consistency. (Plots and numerical summaries,
logical relations)

Is this data analysis-ready? (Format checking, file
conversion, etc.)

GIGO (Garbage In; Garbage Out.)
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Objectives
Reduction of explanatory or predictor variables
Find parsimonious model with good
explanatory/prediction power. Trade-off.

Model refinement and selection
Choosing from many "good" models, checking the
adequacy of the models, sensitivity of the models, fixing
the weak spots.

Model Validation
Ready to explain what’s going on? Ready to educt
what the future will be?

Trade-off
Best explanatory/prediction power vs. Parsimony
Criteria and how to use them? "Good" models?
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Selection-I.2
AIC: Akaike’s information criterion
AICp = −2 ln likelihood + 2p ∝ n ln SSEp − n ln n + 2p.

ID models with smaller AIC.

BIC (or SBC in Text): Schwartz’ Bayesian information
criterion.
BICp = −2 ln likelihood + p ln n ∝
n ln SSEp − n ln n + (ln n)p.

ID models with smaller BIC.

Does these criteria make sense?
Increasing/Decreasing in ..

Building RM – p. 7/17





Comments
No easy, clear-cut way to ID the best model

Usually, many "good" models rather than one best
model

Respect the hierarchy of models
Higher order terms <



Diagnosis
Checking the adequacy of a regression model

Improper functional form of a predictor

Outliers

Influential observation

Multicollinearity
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Outliers-I
The model (fitted) shouldn’t be affect by just few points.



Outliers-II
Studentized Deleted Residual:
t i = di

s(di )
where s(di ) =

q
MSE (i )(1 � hii )

Hat matrix Leverage values ! Outlying X

0 � hii � 1;
P n

i=1 hii = p:
�hii = p

n : 2p/n, extreme hii , outside (0:2; 0:5)

hnew = X 0
new(X 0X )� 1X new for hidden extrapolation.
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Remedial Measure
For unequal error variances, high multicollinearity,
influential obs



Model Validation
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